
WS #7 - OR in logistic regression
Math 150, Jo Hardin

Friday, February 13, 2026

Your Name: __________________________________

Names of people you worked with: __________________________________

What is your favorite type of donut?

Task:

1. Consider the linear regression model. Solve for 𝛽1 as a function of 𝐸[𝑌 |𝑥] and 𝐸[𝑌 |𝑥+1].
Write down the meaning of 𝛽1 in words. (No cause!)

𝐸[𝑌 |𝑥] = 𝛽0 + 𝛽1 ⋅ 𝑥

2. Consdier the logistic regression model. Solve for 𝛽1 as a function of 𝐸[𝑌 |𝑥] = 𝑝(𝑥) and
𝐸[𝑌 |𝑥 + 1] = 𝑝(𝑥 + 1) (without the logit function). Write down the meaning of 𝛽1 in
words.

𝑙𝑜𝑔𝑖𝑡(𝑝(𝑥)) = 𝛽0 + 𝛽1 ⋅ 𝑥
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Solution:

1. To solve for 𝛽1 we find the difference in expected values:

𝐸[𝑌 |𝑥 + 1] − 𝐸[𝑌 |𝑥] = (𝛽0 + 𝛽1 ⋅ (𝑥 + 1)) − (𝛽0 + 𝛽1 ⋅ (𝑥)) = 𝛽1

For each additional unit of 𝑥, the expected value of 𝑌 changes by 𝛽1.

If 𝛽1 = 3 we say, for each additional unit of 𝑥 we predict the value of 𝑌 to be 3 points higher.

2. To solve for 𝛽1 we find the difference in the logit functions:

𝑙𝑜𝑔𝑖𝑡(𝑝(𝑥 + 1)) − 𝑙𝑜𝑔𝑖𝑡(𝑝(𝑥)) = (𝛽0 + 𝛽1 ⋅ (𝑥 + 1)) − (𝛽0 + 𝛽1 ⋅ (𝑥)) = 𝛽1

However, we need 𝛽1 as a function of 𝑝(𝑥) and 𝑝(𝑥 + 1). Recall that

𝑙𝑜𝑔𝑖𝑡(𝑝(𝑥)) = ln ( 𝑝(𝑥)
1 − 𝑝(𝑥))

ln ( 𝑝(𝑥 + 1)
1 − 𝑝(𝑥 + 1)) − ln ( 𝑝(𝑥)

1 − 𝑝(𝑥)) = 𝛽1

𝛽1 = ln (
𝑝(𝑥+1)

1−𝑝(𝑥+1)
𝑝(𝑥)

1−𝑝(𝑥)
)

That is, 𝛽1 represents the natural log of the odds ratio for a one unit increase in 𝑥. 𝑒𝛽1 is the
odds ratio for a one unit increase in 𝑥.

If 𝑒𝛽1 = 3 we say that for each additional unit of 𝑥, the odds of success are 3-fold higher.
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